
US008655640B2

(12) United States Patent
Ananthakrishnan

(io) Patent No.: US 8,655,640 B2
(45) Date of Patent: Feb. 18, 2014

(54) AUTOMATIC WORD ALIGNMENT

(75) Inventor: Sankaranarayanan Ananthakrishnan,
Waltham, MA (US)

(73) Assignee: Raytheon BBN Technologies Corp.,
Cambridge, MA (US)

( * ) Notice: Subject to any disclaimer, the term of this
patent is extended or adjusted under 35 
U.S.C. 154(b) by 125 days.

2005/0171757 A1 * 8/2005 Appleby ........................... 704/2
2006/0116867 A1 * 6/2006 Moore .............................. 704/2
2006/0287847 A1 * 12/2006 Moore .............................. 704/8
2007/0010989 A1 * 1/2007 Faruquieetal.....................  704/2
2007/0083357 A1 * 4/2007 Moore etal........................  704/4
2008/0133218 A1 * 6/2008 Zhou eta l..........................  704/5
2009/0070095 A1 * 3/2009 Gao .................................. 704/2
2009/0177460 A1 * 7/2009 Huang etal........................  704/2
2009/0299731 A1 * 12/2009 Owen ............................... 704/9
2011/0258054 A1 * 10/2011 Pandeyetal................  705/14.72
2011/0301935 A l* 12/2011 Quirketal......................... 704/2
2011/0307244 Al * 12/2011 H eetal..............................  704/4
2012/0101804 A l* 4/2012 Roth e tal..........................  704/2

(21) Appl.No.: 13/038,452 OTHER PUBLICATIONS

(22) Filed: Mar. 2, 2011

(65) Prior Publication Data
US 2012/0226489 Al Sep. 6, 2012

(51) Int.Cl.
G06F17/28 (2006.01)
G06F17/20 (2006.01)
G06F17/27 (2006.01)
G06F17/21 (2006.01)
G10L 21/00 (2013.01)
G10L 25/00 (2013.01)

(52) U.S. Cl.
USPC ...............  704/2; 704/1; 704/3; 704/4; 704/5;

704/6; 704/7; 704/8; 704/9; 704/10; 704/277 
(58) Field of Classification Search

USPC ..................  704/2, 1-10, 277, 235, 270, 275;
707/759, 769; 715/209

See application file for complete search history.

(56) References Cited

U.S. PATENT DOCUMENTS

7,957,953 B2 * 6/2011 Moore .............................. 704/2
2002/0107683 Al * 8/2002 Eisele ............................... 704/2
2004/0002848 Al * 1/2004 Zhou et al..........................  704/2

Keller, Frank, “A Probabilistic Parser as a Model of Global Process
ing Difficulty” Proceedings of the 25th Annual Conference of the 
Cognitive Science Society (2003).*
Ferri et al., “An experimental comparison of performance measures 
for classification” Pattern Recognition Letters 30 (2009) 27-38.* 
Ananthakrishnan, Sankaranarayanan, etal. “An unsupervised boost
ing technique for refining word alignment” IEEE (Dec. 12, 2010)pp. 
177-182 *
Ananthakrishnan, Sankaranarayanan, et al. “Alignment Entropy as 
an Automated Predictor of Bitext Fidelity for Statistical Machine 
Translation” BBN Technologies (2009), pp. 143-151.*

(Continued)

Primary Examiner — Pierre-Louis Desir
Assistant Examiner — Anne Thomas-Homescu
(74) Attorney, Agent, or Firm — Occhiuti & Rohlicek LLP

(57) ABSTRACT

An unsupervised boosting strategy is applied to refining auto
matic word alignment. In some examples, the strategy 
improves the quality of automatic word alignment, for 
example for resource poor language pairs, thus improving 
Statistical Machine Translation (SMT) performance.

17 Claims, 5 Drawing Sheets



Report Documentation Page Form Approved
OMB No. 0704-0188

Public reporting burden for the collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and
maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information,
including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington
VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to a penalty for failing to comply with a collection of information if it
does not display a currently valid OMB control number. 

1. REPORT DATE 
18 FEB 2014 2. REPORT TYPE 

3. DATES COVERED 
  00-00-2014 to 00-00-2014  

4. TITLE AND SUBTITLE 
Automatic Word Alignment 

5a. CONTRACT NUMBER 

5b. GRANT NUMBER 

5c. PROGRAM ELEMENT NUMBER 

6. AUTHOR(S) 5d. PROJECT NUMBER 

5e. TASK NUMBER 

5f. WORK UNIT NUMBER 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 
Raytheon BBN Technologies Corp,10 Moulton 
Street,Cambridge,MA,02138 

8. PERFORMING ORGANIZATION
REPORT NUMBER 

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR’S ACRONYM(S) 

11. SPONSOR/MONITOR’S REPORT 
NUMBER(S) 

12. DISTRIBUTION/AVAILABILITY STATEMENT 
Approved for public release; distribution unlimited 

13. SUPPLEMENTARY NOTES 

14. ABSTRACT 
An unsupervised boosting strategy is applied to refining automatic word alignment. In some examples, the
strategy improves the quality of automatic word alignment, for example for resource poor language pairs,
thus improving Statistical Machine Translation (SMT) performance. 

15. SUBJECT TERMS 

16. SECURITY CLASSIFICATION OF: 17. LIMITATION OF 
ABSTRACT 
Same as

Report (SAR) 

18. NUMBER
OF PAGES 

13 

19a. NAME OF
RESPONSIBLE PERSON 

a. REPORT 
unclassified 

b. ABSTRACT 
unclassified 

c. THIS PAGE 
unclassified 

Standard Form 298 (Rev. 8-98) 
Prescribed by ANSI Std Z39-18 



US 8,655,640 B2
Page 2

(56) References Cited
OTHER PUBLICATIONS

Wu, Hua, etal., “Boosting Statistical Word Alignment Using Labeled 
and Unlabeled Data” Toshiba (China) research and Development 
Center (Jul. 1, 2006) pp. 913-920.*
Brown, Peter F., et al. “The Mathematics of Statistical Machine 
Translation: Parameter Estimation” Association for Computational 
Linguistics. (1993) pp. 263-311.
Fraser, Alexander, et al. “Measuring Word Alignment Quality for 
Statistical Machine Translation” ISI—University o f Southern Cali
fornia. (2006) pp. 1-8.

Ananthakrishnan, Sankaranarayanan, et al. “Alignment Entropy as 
an Automated Predictor of Bitext Fidelity for Statistical Machine 
Translation” BBN Technologies.(2009) pp. 143-151.
Ananthakri shnan, Sankaranarayanan, etal. “An unsupervised boost
ing technique for refiningword alignment” IEEE (Dec. 12, 2010) pp. 
177-182.
Wu, Hua, et al. “Boosting Statistical Word Alignment Using Labeled 
and Unlabeled Data” Toshiba {China) Research and Development 
Center (Jul. 1, 2006) pp. 913-920.

* cited by examiner



U
.S. Patent

F
eb.18, 2014

Sheet 1 of 5
U

S 8,655,640 B
2

O

CMO

106 
///~ 112 . 

,L 

(s1, t1) b1 
108 

/ .... --

1f4 ~ ~ 
Alignment 1+- 'I+-

,-L-
Module 

w1 + 
(Sn, tn) es--'>1 

~/ 
bn 

110 -
• • 

-

(t1, S1) 124 \\ C1 

120 
Wn I 

~ 

~ ~ 
Alignment 

~ -~ Module 

+ 
118 (tn, Sn) e, ..... s Cn 

122 T 

Iterate M times 

102 

114 

PeH, (tw't) 

130 140 

129 \,:,..__ 
/ w'1 

a1 
Assess 

Alignment f-+ 
PeH, (t,, s,) Quality 

Combine ~-
Alignments 

Pe, "(sl'tt) I, 

116 
an 

w', 
- '---

1./// 126 

Poh, (s,,t,) 

FIG. 1 

128 
-\\ 

Union of -f Accumulate ... Word 
Alignments 

Alignments 

_Further 
Training 

134 

~ 
00 
• 
~ 
~ 
~ 
~ = ~ 

'"rj 
('D 

?' .... 
~CIO 

N 
0 .... 
.j;o. 

rFJ 

=('D 
('D ..... .... 
0 ..... 
Ul 

d 
rJl 
00 
0.., 
U'l 
U'l 
0.., 
~ = = N 



U.S. Patent Feb.18, 2014 Sheet 2 of 5 US 8,655,640 B2

op

oo
OQ

JS
p

s
<D

i

a
m

* *

≥

yj
' :v̂ - . ;?>

%

r  ■

m
.℮**XW

<

*lt U i

», 1 >

O
* c

c o

o
*13o
2

*?*N

Λ·>v ^4
H I

≈ w ·

X
i;O

/X
w-t

FT
x

N

1

=t*
φ
c

.....1

y j

"ρ-"

■ ■■■->
%

'S

<** ^
, . w  , .

5  β̂-·t
6  '%

CM CO LO CD 1̂- 00 σ> oo O O o o O O o oo O O o o O O o o o

CM

O



U.S. Patent Feb. 18,2014 Sheet 3 of 5 U S  8,655,640 B2

t o
S..:

/ ή
to

S ' U
/  φ

/  Q

• - '\ ·  s' to /

X  S' ; t o /  Φ
v  / φ ό > v \

W : S>s·
JSS·S S’ /  " :

/  O § j j  ' /  O
■ u s φ /  'V

ό  / ' Φ

‘nnS / u
■ n t o s  .,•■ ■‘O
φ t o  •:'' Φ
k·S

X : vsS t o , .  Φ

- ' V  φ ' ; >  Φ
• Η - Φ

φ . t o  /  Φto />  t o
D . f X  •' S':' k t o

VS $
r .? > / /

3 ?
• t o

g s
c-·-·S / /  X CO

; S  ................. t o ~ s  . . .

H
o ΐ " !

t o
<•....................... o

■■ /  t o d
k v t o LL
i - i X  ,

<‘:;s f ;; ΐ :

1 t o , . χ :

C - J  \ t o

X  \ &.<

\  Λ  X> ΐ
>  v v ? V  \  - · i

S \ )  : φ Λ  \  Φ
S>" X /  V \  - t o

\  Η \  '■-. ■■ ' t o
> 5s; / ■· \  & ΐ

• t o T 5 · to :
' M x  Φ !

φ 'S ζP ' v t o
·, "φ t o ' \  'T ;

t j  \ u  \
\  \  \

\ to \ \  V

\  .φ

\

t o \ φto
X



U
.S. Patent

F
eb.18, 2014

Sheet 4 of 5
U

S 8,655,640 B
2

Test set 'Ba:sell11e 
"'1''';1 
: E: ;~•z·· J. ""· "' <'2 ... ;i! 

j-[ ... '~2 ..... 
.••... ·. £::···~·2· J·) 

...... :~ .. ~: ... : ~:_.:·:·:· ... .':·. :. -~·:·.: ...... . 

.1·""" ·8·'· .,,..).( 

'?5 ,, 
_....., . .,_ ... ·~·;,.,' 

!'1:' ·'j.l (<: • ,;;;··:: .. , J12E 1.7· . ·"'} 

..... :.· -~-~' 
#=-··;._.."-:i:) 

11:1?1<:/ 
... ', ,foi;! ~ "JY.A 

~··" •8·''. ,._,;r.,., .. ··k.· 

BtlClsted 
14.4 
'?- (\ 
·~·' • .. '? 

17.() 
36.7 

FIG. 4 

f{elative (~·aitl 
4. ~(),.!(' 

.. iw/ .( .) 

2. 1'0/ 
~·L... /0 

1 00·" 
1 *o/o 

? s<~) 
~5!-:<!k.o:• . 

~ 
00 
• 
~ 
~ 
~ 
~ = ~ 

""f'j 
('D 

?' .... 
~CIO 

N 
0 .... 
.j;o. 

rFJ 

=('D 
('D ..... 
.j;o. 

0 ..... 
Ul 

d 
rJl 
00 
0.., 
u. 
u. 
0.., 
~ = = N 



U.S. Patent Feb.18, 2014 Sheet 5 of 5 US 8,655,640 B2

XI

f'·l

c  i

I*

m

. o
o  x

χ O

nO DC\0 rΐ o
t > OC m

\Φ
o N·

xχΦ
q N· v·tt̂  ^

m Ch
« n
r - 0 0 Pf*

i " " */'*

ST>

r  i
F T ^

Nρ ■ x , 0
■^VX 0s*?n u-

nO
XβXv'1 t"

s
4 *

i/S
C N
MΠs

C4
K

-
o^
sr>

e?x s
so 2 SO

o:χi

t-
00
so

*toM̂
A/*::VV'
CN

*ri

so

o
***>a

**>«

Stott

m

3

M
'ζ%>
**** ■ ***

; g a M

s S

χ .: p

**»*

f \
*P<

SO

S
*»*,

vN

“C ;
{■Nŝ

""’X-.

·. ·<W^
Sw :·

SO
:£v

λΛ

FI
G

. 5



US 8,655,640 B2

AUTOMATIC WORD ALIGNMENT

STATEMENT AS TO FEDERALLY SPONSORED 
RESEARCH

This invention was made with government support under 
NBCHC080097 awarded by DARPA. The government has 
certain rights in the invention.

BACKGROUND

This invention relates to automatic word alignment, for 
example, for use in training of a statistical machine transla
tion (SMT) system.

SMT systems general rely on translation rules obtained 
from parallel training corpora. In phrase based SMT systems, 
the translation rule set includes rules that associate corre
sponding source language phrases and target language 
phrases, which may be referred to as associated phrase pairs. 
When a manually annotated corpus of associated phrase pairs 
is unavailable or inadequate, a first step in training the system 
includes identification and extraction of the translation phrase 
pairs, which involves the induction links between the source 
and taiget words, a procedure known as word alignment. The 
quality of such word alignment can play a crucial role in the 
performance of a SMT system, particularly when the SMT 
system uses phrase-based rules.

SMT systems rely on automatic word alignment systems to 
induce links between source and target words in a sentence 
aligned training corpus. One such technique, IBM Model 4, 
uses unsupervised Expectation Maximization (EM) to esti
mate the parameters of a generative model according to which 
a sequence of taiget language words is produced from a 
sequence of source language words by a parametric random 
procedure.

EM is an iterative parameter estimation process and is 
prone to errors. Less than optimal parameter estimates may 
result in less than optimal alignments of the source and target 
language sentences. The quality of the outcome depends 
largely on the number of parallel sentences available in the 
training corpus (a larger corpus is preferable), and their purity 
(i.e., mutual translation quality). Thus, word alignment qual
ity tends to be poor for resource-poor language pairs (e.g., 
English-Pashto or English-Dari). In some cases a large pro
portion of words can be incorrectly aligned or simply left 
unaligned. This can lead to inference of incorrect translation 
rules and have an adverse effect on SMT performance. Thus, 
improving alignment quality can have a significant impact on 
SMT accuracy.

Other work has sought to improve word alignment quality. 
For example, a number of “boosting” algorithms have been 
proposed. In some traditional boosting algorithms (e.g., Ada- 
Boost) for binary classification tasks, an iterative weight 
update formula emphasizes incorrectly classified training 
samples and attenuates those that are correctly classified, in 
effect “moving” the class boundaries to accommodate the 
misclassified points. Classifiers trained at each boosting itera
tion (also known as weak learners) are combined to identify 
class labels for test samples. In many cases, this combination 
of weak learners results in better classification performance 
than using a standard train/test approach.

However, such placing of emphasis on poorly aligned sen
tence pairs can distort word alignments and reduce alignment 
quality over the entire corpus because poorly aligned sen
tence pairs tend to be lower quality or non-literal translations 
of each other.

1
Additionally, word alignment is significantly more com

plex than simple binary classification. Moreover, a direct 
measure of alignment quality (which can be used to update 
weights for boosting), such as alignment error rate (AER), 
can only be obtained from a hand-aligned reference corpus. 
Another issue is determining the best way to combine align
ments from the weak learning iterations.

In one example, Wu et al. (“Boosting statistical word align
ment using labeled and unlabeled data,” Proc. COLING/ACL, 
Morristown, N.J., USA pp 913-920) proposed a strategy for 
boosting statistical word alignment based on a small hand- 
aligned (labeled) reference corpus and a pseudo-reference set 
constructed from unlabeled data. Theirs was a straightfor
ward extension of the AdaBoost algorithm using AER as a 
measure of goodness. They used a weighted majority voting 
scheme to pick the best target word to be linked to each source 
word based on statistics gathered from the boosting iterations. 
On a small scale, Wu’s strategy is practical, however, larger 
hand-aligned reference corpora are extremely expensive to 
construct and very difficult to obtain for resource poor lan
guage pairs.

In another example, Ananthakrishnan et al. (“Alignment 
entropy as an automated measure of bitext fidelity for statis
tical machine translation,” ICON '09: Proc. 1th Int. Conf. on 
Natural Lang. Proc., December 2009) proposed a technique 
for automatically gauging alignment quality using bootstrap 
resampling. The resamples were word aligned and a measure 
of alignment variability, termed alignment entropy, was com
puted for each sentence pair. The measure was found to cor
relate well with AER. Subsequently, they proposed a coarse
grained measure of phrase pair reliability, termed phrase 
alignment confidence, based on the consistency of valid 
phrase pairs across resamples.

There is a need for an automatic word alignment system 
that improves upon traditional alignment techniques for the 
purpose of creating corpora, for instance, that are more rep
resentative of hand aligned corpora.

SUMMARY

In one general aspect, the invention relates to an unsuper
vised boosting strategy for refining automatic word align
ment. One of the goals is to improve the quality of automatic 
word alignment, for example for resource poor language 
pairs, thus improving SMT performance.

In another aspect, in general, a method is applied to align
ing linguistic units in paired sequences of units of a stored 
corpus that includes a plurality of paired sequences of units 
formed from two languages. The method includes determin
ing a plurality of weights, one for each pair of the plurality of 
paired sequences of units, and maintaining the weights in a 
computer storage. A computer implemented procedure is 
applied to iteratively update weights. At each iteration, and 
for each pair of the paired sequences of units, an alignment is 
formed by aligning units in one sequence of the pair with units 
the other sequence of the pair using a parametric alignment 
procedure using a set of alignment parameters. A quality 
score is determined for the alignment for each of the paired 
sequences of units. The set of alignment parameters is 
updated using the alignment procedure and dependent on the 
plurality of weights for the paired sequences. The plurality of 
weights maintained in the computer storage is updated using 
the determined quality scores of the alignments. Finally, 
formed alignments from a plurality of the iterations are com
bined to determine a combined alignment of units of the 
paired sequences.
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Aspects may include one or more of the following features.
The linguistic units comprise words.
The method further includes using the combined align

ments as input to an automated training procedure for a Sta
tistical Machine Translation (SMT) system. For instance, the 
trained SMT system is used to translate a sequence of units 
from a first of the two language to the other of the two 
languages.

The alignment procedure comprises an iterative statisti
cally based procedure. For instance, the iterative statistically 
based procedure comprises an Expectation Maximization 
procedure.

Updating the alignment parameters using the alignment 
procedure and dependent on the plurality of weights for the 
paired sequences includes weighting a contribution of each 
paired sequence according to the maintained weight for said 
paired sequence.

Forming the alignment for each of the paired units includes 
forming a first alignment of units of the first language to units 
of the second language, and forming a second alignment of 
units of the second language to units of the first language.

The alignment parameters include a first set of parameters 
for forming an alignment from the first language to the second 
language and a second set of parameters for forming an align
ment from the second language to the first language.

Forming the alignment for each of the paired units includes 
combining the first alignment and the second alignment.

Combining the first alignment and the second alignment 
includes linking units that are linked in each of the first and 
the second alignments.

Determining the quality score for the alignment for each of 
the paired sequences of units includes determining a normal
ized probability of producing units in one sequence of the pair 
from units of the other sequence of the pair.

Determining the normalized probability includes deter
mining a geometric per-unit average of a product of a prob
ability of producing a first sequence of units of the pair from 
the second sequence of units or the pair, and the probability of 
producing the second sequence of the pair from first sequence 
of the pair.

Combining the formed alignments from the plurality of the 
iterations to determine the combined alignment of units of the 
paired sequences includes forming for each of the paired 
sequences a union of the alignments from the plurality of 
iterations.

The steps are performed without requiring manual annota
tion of alignments of units in the corpus of paired sequences.

In another aspect, in general, a training system for machine 
translation includes a storage for a plurality of weights, one 
weight corresponding to each of a plurality of paired 
sequences of linguistic units formed from two languages in a 
stored corpus. The system also includes a module that 
includes storage for a set of alignment parameters and that is 
configured to iteratively update the plurality of weights. At 
each iteration, for each of the paired sequences of units, an 
alignment is formed by the module by aligning units in one 
sequence of the pair with units the other sequence of the pair 
using a parametric alignment procedure using the set of align
ment parameters. The module is configured to determine a 
quality score for the alignment for each of the paired 
sequences of units, and then update the alignment parameters 
using the alignment procedure and dependent on the plurality 
of weights for the paired sequences, and update the plurality 
of weights maintained in the computer storage using the 
determined quality scores of the alignments. The module is 
further configured to combine the formed alignments from a

3
plurality of the iterations to determine a combined alignment 
of units of the paired sequences.

In another aspect, in general, software comprises instruc
tions embodied on a tangible machine readable medium for 
causing a data processing system to determine a plurality of 
weights, one for each of a plurality of paired sequences of 
linguistic units formed from two language in a stored corpus, 
and maintain the weights in a computer storage. The system is 
further caused to iteratively update the plurality of weights, 
including at each iteration, for each of the paired sequences of 
units, form an alignment by aligning units in one sequence of 
the pair with units in the other sequence of the pair using a 
parametric alignment procedure using a set of alignment 
parameters, determine a quality score for the alignment for 
each of the paired sequences of units, update the alignment 
parameters using the alignment procedure and dependent on 
the plurality of weights for the paired sequences, and update 
the plurality of weights maintained in the computer storage 
using the determined quality scores of the alignments. The 
software further causes the data processing system to com
bine the formed alignments from a plurality of the iterations 
to determine a combined alignment of units of the paired 
sequences.

Embodiments may have one or more of the following 
advantages.

The unsupervised boosting strategy can automatically esti
mate the alignment quality of a parallel corpus based on 
statistics obtained from the alignment process and emphasize 
sentence pairs that are potentially well aligned. Sentence 
pairs that are potentially poorly aligned are attenuated. When 
carried out in an iterative fashion, well aligned sentences are 
“boosted” such that they have a greater impact on the align
ment statistics. Thus, the contribution of unreliable, poten
tially low quality translation pairs in the training corpus is 
minimized.

This approach can result in fewer unaligned words, a sig
nificant reduction in the number of extracted translation 
phrase pairs, a corresponding improvement in SMT decoding 
speed, and a consistent improvement in translation perfor
mance across multiple language pairs and test sets. The 
reduction in storage and processing requirements coupled 
with improved accuracy make the proposed technique ideally 
suited for interactive translation services, facilitating appli
cations such as mobile speech-to-speech translation.

No hand-aligned reference corpus is necessary for the sys
tem. This eliminates the significant time and expense typi
cally incurred in obtaining such a resource. Instead, an unsu
pervised measure of alignment quality is used.

The word alignment system aggregates word alignments 
from all boosting iterations using a “union” operation rather 
than voting and picking the best taiget word to be linked to a 
given source word. Thus translation accuracy across language 
pairs and test sets is improved, while the total number of 
extracted translation rules (e.g., phrase pairs) is reduced. This 
results in faster performance and lower memory consump
tion.

The algorithm functions at the word alignment level, and is 
independent of most SMT architectures. The boosted word 
alignment can be used to train different types of SMT sys
tems, such as phrase-based (used in this work), hierarchical, 
and syntax-based systems.

The algorithm is a heuristic method for creating a many to 
many linkage between parallel sentence pairs.

The use of a bidirectional alignment mitigates the impact 
of errors that may occur in one translation direction.

Other features and advantages of the invention are apparent 
from the following description, and from the claims.
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DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram of one embodiment of an iterative 
boosting system for automatic word alignment.

FIG. 2 is a pseudo code representation of an iterative boost
ing system for automatic word alignment.

FIG. 3 shows two example alignments of two parallel 
sentences. The top example is a baseline alignment and the 
bottom example is a boosted alignment.

FIG. 4 is a table of the baseline and boosted system per
centage BLEU scores for E2P and P2E test sets.

FIG. 5 is a table comparing phrase table size and decoding 
speed.

DESCRIPTION

1 Overview
Referring to FIG. 1, one embodiment of a word alignment 

system 100 is configured to implement an iterative boosting 
word alignment algorithm. (Note that word “boosting” 
should be understood only within the context of this descrip
tion and not to connote properties where it is used in other 
contexts.) The system iteratively refines automatic word 
alignment of a parallel corpus with the goal of improving 
performance of an SMT system trained using the resulting 
word alignments. FIG. 2 is a pseudo code representation of 
the procedure implemented by the word alignment system 
100. FIGS. 1 and 2 are referred to in the overview below, with 
more detailed description following in subsequent sections of 
the Description.

Referring to FIG. 1, the word alignment system 100 makes 
use of a set (S,T) of N paired sentences (s , t .) (FIG. 2, line 001) 
and maintains a weight w . associated with each pair, updating 
the weights from iteration to iteration. Generally, a weight w ■ 
represents a quality of the pairing and alignment of the (s , t .) 
sentence pair. The weights at the \th iteration are referred to as 
w={w,· ■}, with the initial weights w0 all being set to 1.0 (FIG. 
2, line 002).

The system 100 includes two alignment modules 108,120 
each configured to accept a sentence paired parallel corpus 
106, 118 and corresponding alignment model parameters 
110, 122. Generally, the alignment module 108 treats sen
tences in the S set as being from the “source” language and 
sentences from the T set as from the “taigef ’ language. The 
model parameters θs^ t 110 characterize a statistical model 
that a sentence s, in the source language “generates” a sen
tence t,. in the target language. The alignment module 118 
reverses the roles of S and T as “target” and “source”, respec
tively, and make use of a set of model parameters θt^ s 122.

As introduced above, the parallel corpora 106, 118 are 
weightedby a set of weights 104 before they are passed to the 
alignment modules 108, 120. The alignment modules 108, 
120 use the weighted corpora and the alignment parameters 
110, 122 to form updated word alignments 112, 124. An 
alignment b . represents an alignment of words in sentence s ■ 
with words in sentence t . using the θs^ t parameters, and the 
set of alignments determined at the \th iteration is represented 
as B,(S,T). Similarly, an alignment c ■ represents an alignment 
of words in sentence t,- with words in sentence s ■ using the θt^ s 
parameters, and the set of alignments determined at the \th 
iteration is represented as C^TjS). B,.(S,T) and C,.(T,S) are 
later combined by an alignment combination module 116 to 
form a bidirectional alignment 140 at the \th iteration, repre
sented as A,(S,T) (FIG. 2, line 004).

The alignment modules also compute at each iteration 
updated parameters in the process of forming the new align
ments. For example, the new parameters θs^ t 110 character-
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ize the statistical model that generates a sentence t . in the 
target language from a sentence s . in the source language. The 
procedures carried out by alignment module 120 are gener
ally the same, with the roles or the source and target languages 
reversed.

After all the paired sentences have been aligned in an 
iteration, the quality of each of the word alignments 112,124 
is assessed by an alignment quality assessment module 129 
and these alignment qualities are used to update the set of 
weights 104. In this example, the quality of an alignment is 
determined according to the probability of the generated 
word sequence. For example, the quality of an alignment b . is 
computed as Pθ (t̂ s,-).

The ‘boosting’ process by which the weights are updated is 
repeated M times in an iterative loop process 102, with the 
index i maintaining the number of iterations completed by the 
loop process (FIG. 2, line 003). The bidirectional alignment 
140 is accumulated by an accumulation module 128 at each 
iteration of the loop 102. When the loop 102 completes M 
iterations, a final alignment is formed by merging the accu
mulated bidirectional alignments using a union module 132 
(FIG. 2, line 010). The final alignment is then provided to 
downstream systems for further SMT training 134.
2 Parallel Corpora

The first parallel corpus (S,T) 106 is a body of text S written 
in a first language is associated with a body of text T in a 
second language on a sentence by sentence basis. The second 
parallel corpus (T,S) 108 is substantially the same as the first 
parallel corpus 106 with the exception that the roles of S and 
T are reversed to facilitate a bidirectional alignment. The 
parallel corpora 106, 118 each includes N sentence pairs. 
(FIG. 2, line 001). Note that the system does not require word 
or phrase level alignments in the corpora, and the system is 
tolerant of a range of quality of the pairing of the sentences.
2.1 Weights

Prior to providing the parallel corpora 106, 118 to the 
alignment modules 108, 120, the corpora 106, 118 are 
weighted by the set of weights 104. (FIG. 2, line 002) The set 
of weights 104 includes N scalar weights, each weight corre
sponding to one of the sentence pairs in the parallel corpora 
106, 118. The same set of weights 104 is applied to both 
parallel corpora 106, 118. The first boosting iteration uses 
equal (unit) weight to each sentence pair of the parallel cor
pora 106,118, and subsequent iterations use updated weights.
2.2 Alignment Modules

At the \th iteration of the loop 102, a set of alignments B, 
112 is obtained by providing the weighted parallel corpus 
(S,T) 106 to the alignment module 108 along with the sets of 
alignment parameters θs^ t 110. (FIG. 2, line 004) The align
ment module 108 is configured to analyze each of the sen
tence pairs (s ■,(,■) included in the weighted parallel corpus 106 
and determine words in a taiget sentence t,- that correspond to 
words in a source sentence s ·. The associations of a word in 
the source sentence to corresponding words in the taiget 
sentence is called a link. The alignment module 108 also 
determines an alignment probability p ^ s .), which is the joint 
probability of the target sentence t,- and the source sentence s ■ 
using the most likely alignment B„ given the alignment 
parameters θs^ t 110 of the alignment model.

The word alignment system 100 is configured to generate 
at the i,h iteration a set of alignments C . 124, which includes 
the links determined from sentences in language T to sen
tences in language S (i.e., a backward alignment). These 
backward alignments are determined by an alignment module 
120, which performs the same procedures as the other align
ment module 108, but uses a separate set of parameters θt^ s 
122, and uses the second weighted corpus 118 as input.
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Together the first (“forward”) alignment 112 and the sec
ond (“backward”) alignment 124 are referred to as a bidirec
tional alignment. In some examples, the links of the forward 
and backward alignment are combined in a heuristic fashion 
by an alignment combination module 116, such that links of 
the combined alignment are the intersection of the links of the 
forward and backward alignments.

The alignment modules 108,120 compute updated param
eters 110,122 during the computation of the alignments 112, 
124. Each of the pairs of training sentences (s , t .) and (t ,s .) 
contribute to the updated parameters based on the weight w ■ 
of the pair, such that pairs with low weight contribute less to 
the updated parameters than pairs with higher weight. Note 
that in the first iteration, because all pairs have the same unit 
weight, all pairs contribute equally.

In some embodiments, the alignment modules implement 
the IBM Model 4 algorithm. (FIG. 2, line 004)
2.3 Accumulation Modules

The bidirectional word alignments A,. 140 produced by the 
alignment combination module 116 are accumulated over the 
iterations by an accumulation module 128. The complete set 
of bidirectional word alignments 140 generated within the 
iterative loop process 102 are used by later modules of the 
system 100.
2.4 Alignment Quality Assessment

The set of N alignment probabilities 114,126 is associated 
with from each of the alignments 112, 124 are passed to an 
alignment quality assessment module 129. The alignment 
quality assessment module 129 is configured to calculate a 
measure of the bidirectional alignment quality from the align
ments 112, 124. Thus, for each sentence pair of each align
ment 112, 124, an unsupervised measure of word alignment 
quality for boosting is calculated. (FIG. 2, line 005).

In the present embodiment, for each sentence pair, the 
forward alignment probability p(t,ls-) and backward align
ment probability p(s/.|tf.) are combined and sentence-length 
normalized to determine a score, which provides a good cor
relate of alignment quality. In some examples, this combined 
and normalized score is computed as a geometric mean:

^ P i(·s ,·.{ ,·)= exp((lnp(^ l{ ,·)+ lnp({ ,·l^))/(l^ l+ l{ ,·l))

where I s i and IQ are the lengths of the sentences (in words).
In embodiments that make use of the IBM Model 4 align

ment process, each source word is linked to exactly one target 
word (which may be the empty word NULL), therefore the 
number of allowable links in the forward and backward align
ments is simply the total number of source and target words in 
the sentence pair (s,t·). Therefore, each of the scores APi(s-,t.) 
is in the range 0.0 to 1.0.
2.5 Update Set of Weights

An updated set of weights 130 is generated by using the 
result of the alignment quality assessment module 129 to 
modify the set of weights 104. The updated set of weights 130 
is used to weight the parallel corpora 106, 118 in the next 
iteration of the loop 102.

Specifically, FIG. 2, lines 006-008 present a detailed set of 
equations for updating the set of weights 104. The weighted 
average quality score over the entire parallel corpus is com
puted as:

∂ γ V j ^ w ^ j P L ^ I N

where PL, . is the quality score Api(s , t .) computed in the \th 
iteration using the weights w,., ■ determined in the previous 
iteration. Using the IBM Model 4 procedure, ό, is in the range
0.0 to 1.0. A scale factor α, is computed from ό, as α,=0.5 
ln((l —ό,)/ό,). The new weights are then determined by scaling
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each prior weight w,., ■ by exp(α,PL, ■) and then multiplica- 
tively normalizing by a divisor Z so that the sum of the new 
weights is again N.
2.6 Union of Alignments

When the iterative loop 102 completes M iterations, the 
bidirectional word alignments 140 which were accumulated 
by the accumulation module 128 are provided to a union 
module 132 (FIG. 2, line 010). The union module 132 ana
lyzes all of the accumulated alignments and creates a final 
alignment by aggregating word alignments from all boosting 
iterations using a “union” operation. Therefore, two words 
are linked if there is both a forward link and a backward link 
between the words at any iteration of the process.

Each iteration of the iterative loop 102 can result in a 
distinct word alignment that may be different from all others 
(i.e., includes a distinct set of links) due to the changes in the 
set of weights 104 from one iteration to the next. The differ
ences between the bidirectional word alignments are recon
ciled for translation phrase pair extraction. The differences 
can be reconciled by calculating, for each sentence pair, the 
union of source-target word alignment links across all boost
ing iterations. The union module 132 combines the weak 
learners by taking, for each sentence pair, the union of the 
accumulated word alignments obtained from the forward and 
backward alignments at each iteration. The resulting final 
alignment includes far fewer unaligned source and taiget 
words than any of the individual alignments and is more 
robust to errors (e.g., a link missing from the baseline align
ment could be present in one or more of the boosted versions).

The final alignment is passed on to later SMT training 
algorithms 134 that can be configured to extract translations 
rules such as phrase pairs from merged bidirectional (source- 
to-taiget and target-to-source) alignments.

Referring to FIG. 3, a baseline alignment of a sentence pair 
3 02 is compared to a final bidirectional alignment of the same 
sentence pair 304 for an English-to-Pashto translation task. 
The Pashto sentenceisrepresentedinBuckwalternotation, an 
ASCII-based encoding for languages using the Arabic script. 
Alignments such as these 302, 304 are used by a phrase pair 
extraction algorithm to create translation phrase tables.

For example, the heuristic phrase pair extraction algorithm 
described by Koehn et al. (“Statistical phrase-based transla
tion,” in NAACL '03: Proc. 2003 Conf. o f the N. American 
Chapter o f the Assoc, for Comp. Linguistics on Human Lan
guage Technology) is used to build a translation phrase table 
from the bidirectional baseline and union of boosted align
ments. The phrase table encodes translation phrase pairs and 
their associated statistics, which are used by the SMT system 
(decoder) in conjunction with other parameters, as described 
below.
3 Phrase-Based SMT System Results

In the present embodiment, the final word alignment is 
provided to a phrase based SMT system. The system uses a 
log-linear model of various features (translation probabili
ties, language model probabilities, distortion penalty, etc.) to 
estimate the posterior probability of various target hypotheses 
given a source sentence. The hypothesis with the highest 
posterior probability is chosen as the translation output as is 
illustrated by the following equation.

The proposed word alignment boosting strategy was evalu
ated in the context of English-to-Pashto (E2P) and Pashto-to- 
English (P2E), a low-resource language pair. For E2P, the 
training and tuning consisted of 220 k, 2.4 k sentence pairs, 
respectively. For P2E, the corresponding corpus sizes were 
236 k and 2.1k sentence pairs. Two unseen test sets were used 
for both directions. The E2P test sets included T1 E2P, a test 
set of 1.1 k sentences with one reference translation each, and
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T2 E2P, a test set of 564 sentences with four reference trans
lations per sentence. The P2E test sets included T1 P2E, 
consisting of 1.1 k sentences with one reference translation 
each, and T2 P2E, containing 547 sentences with four refer
ence translations each. The multi-reference test sets came 
from the official DARPA TRANSTAC evaluations conducted 
by NIST.

First, baseline SMT systems were trained for both direc
tions. The first step was to obtain forward and backward IBM 
Model 4 word alignment for the parallel training set using 
GIZA++. These were merged to produce bidirectional align
ments for phrase pair extraction as described in Koehn et al. 
Taiget language models (LMs) were trained using all avail
able data for English and Pashto, including target sentences 
from the corresponding parallel corpora. The LMs were fixed 
across all translation experiments described in this section. 
The tuning sets were used to optimize SMT decoder feature 
weights for E2P and P2E using MERT to maximize BLEU. 
Translation performance was then evaluated on all test sets in 
both directions using BLEU as a measure of translation accu
racy.

Subsequently, trained phrase tables were trained from the 
union of boosted alignments obtained as described above for 
both directions. Twenty boosting iterations were performed. 
Decoder feature weights were re-tuned (with the same LMs 
and optimization starting points as the baseline) using MERT. 
Finally, translation performance of the boosted SMT system 
was compared to the baseline system across all test sets for 
E2P and P2E. The BLEU scores are summarized in FIG. 4.

Referring to FIG. 4, with identical decoding parameters 
and pruning settings the proposed boosting strategy outper
formed the baseline system by 0.6% BLEU on both test sets 
in the E2P direction; for P2E, a 0.3% improvement on the 
single-reference test set was obtained and a 0.9% gain on the 
multi-reference set. These improvements are consistent 
across multiple test sets in both directions.

Compared to the baseline word alignment, the union of 
boosted alignments expectedly had a lower proportion of 
unaligned source and target words across language pairs, as 
shown in FIG. 5. As a result, the number of translation phrase 
pairs extracted from the union of boosted alignments was 
significantly lower than that obtained from the baseline sys
tem. The total number of phrase pairs in the E2P and P2E 
directions decreased by 52.6% and 50.8%, respectively. This 
led to a corresponding reduction in their storage footprint, as 
summarized in FIG. 5.

In order to gauge the improvement in translation speed as a 
result of the smaller phrase tables, the additional experiment 
of decoding the multi reference test sets T2 E2P and T2 P2E 
with our already highly efficient phrase-based decoder was 
performed on the Google Nexus One smart phone.

The comparison of decoding speeds is also summarized in 
FIG. 5. Using identical hypothesis pruning settings, decoding 
speed increased from 52.6 words/second to 57.2 words/sec- 
ond (an increase of 8.7%) for E2P, and from 50.4 words/ 
second to 54.9 words/second (an 8.9% improvement) for 
P2E.

Thus, the proposed boosting technique achieves the dis
tinction of improving translation accuracy, while simulta
neously reducing storage requirements and decoding time 
over an already highly speed-tuned baseline. Flowever, no 
significant reduction in search space or memory consumption 
was observed when using the boosted phrase table. This indi
cates that most of the speed gains come from faster search 
graph construction, given the number of translation options 
for a given source phrase is reduced by a factor of two.

9
4 Implementations and Alternatives

Embodiments of the approaches described above may be 
implemented in software, in hardware, or in a combination of 
hardware and software. Software implementations can 
include instructions stored on computer-readable media for 
causing one or more data processing systems to perform the 
functions described above. In some implementations, a single 
data processing system may be used, while in other imple
mentations, multiple data processing systems (e.g., comput
ers) may be used in a centralized and/or distributed imple
mentation.

Examples described above do not necessarily assume any 
prior knowledge regarding the quality of the sentence pairs. In 
other examples, prior knowledge, for example, based on 
human review may be used by assigning non-uniform 
weights before the first iteration.

The specific computations described above for updating 
the weights of sentence pairs are only examples. Other similar 
approaches may be used without departing from the spirit of 
the overall approach. For example, other computations can 
achieve the result of increasing the weighting of relatively 
reliable sentence pairs while reducing the weight of unreli
able pairs.

Other approaches for combining the alignments from dif
ferent iterations can also be used rather than forming the 
union. For example, only a limited number of iterations can 
be combined, and consistency of alignment from iteration to 
iteration may be taken into account.

Other alignment procedures can also be used in place of 
IBM Model 4 (e.g., IBM Model 1, HMM alignment, etc.).

It is to be understood that the foregoing description is 
intended to illustrate and not to limit the scope of the inven
tion, which is defined by the scope of the appended claims. 
Other embodiments are within the scope of the following 
claims.

What is claimed is:
1. A method for aligning linguistic units in paired 

sequences of units of a stored corpus comprising a plurality of 
paired sequences of units formed from two languages, the 
method comprising:

determining a plurality of weights, one for each pair of the 
plurality of paired sequences of units, and maintaining 
the weights in a computer storage; 

applying a computer implemented procedure to iteratively 
update the plurality of weights, including at each itera
tion
for each pair of the paired sequences of units, forming an 

alignment including aligning units in one sequence of 
the pair with units of the other sequence of the pair 
using a parametric alignment procedure using a set of 
alignment parameters, 

determining a quality score for the alignment for each of 
the paired sequences of units, 

updating the set of alignment parameters using the align
ment procedure and dependent on the plurality of 
weights for the paired sequences, wherein the set of 
alignment parameters are updated such that paired 
sequences of units with weights representing a higher 
quality of alignment are emphasized as compared to 
paired sequences of units with weights representing a 
lower quality of alignment, and 

updating the plurality of weights maintained in the com
puter storage using the determined quality scores of 
the alignments; and 

combining the formed alignments from a plurality of the 
iterations to determine a combined alignment of units of 
the paired sequences.
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2. The method of claim 1 wherein the linguistic units com
prise words.

3. The method of claim 1 further comprising:
using the combined alignments as input to an automated 

training procedure for a Statistical Machine Translation 
(SMT) system.

4. The method of claim 3 further comprising:
using the trained SMT system to translate a sequence of 

units from a first of the two languages to the other of the 
two languages.

5. The method of claim 1 wherein the alignment procedure 
comprises an iterative statistically based procedure.

6. The method of claim 5 wherein the iterative statistically 
based procedure comprises an Expectation Maximization 
procedure.

7. The method of claim 1 wherein updating the alignment 
parameters using the alignment procedure and dependent on 
the plurality of weights for the paired sequences includes 
weighting a contribution of each paired sequence according 
to the maintained weight for said paired sequence.

8. The method of claim 1 wherein forming the alignment 
for each of the paired units includes forming a first alignment 
of units of the first language to units of the second language, 
and forming a second alignment of units of the second lan
guage to units of the first language.

9. The method of claim 8 wherein the alignment param
eters include a first set of parameters for forming an alignment 
from the first language to the second language and a second 
set of parameters for forming an alignment from the second 
language to the first language.

10. The method of claim 8 wherein forming the alignment 
for each of the paired units includes combining the first align
ment and the second alignment.

11. The method of claim 9 wherein combining the first 
alignment and the second alignment includes linking units 
that are linked in each of the first and the second alignments.

12. The method of claim 1 wherein determining the quality 
score for the alignment for each of the paired sequences of 
units includes determining a normalized probability of pro
ducing units in one sequence of the pair from units of the other 
sequence of the pair.

13. The method of claim 12 wherein determining the nor
malized probability includes determining a geometric per- 
unit average of a product of a probability of producing a first 
sequence of units of the pair from the second sequence of 
units or the pair, and the probability of producing the second 
sequence of the pair from first sequence of the pair.

14. The method of claim 1 wherein combining the formed 
alignments from the plurality of the iterations to determine 
the combined alignment of units of the paired sequences 
includes forming for each of the paired sequences a union of 
the alignments from the plurality of iterations.

15. The method of claim 1, wherein the steps are performed 
without requiring manual annotation of alignments of any of 
the units in the corpus of paired sequences.

16. A training system for machine translation comprising:
a storage for a plurality of weights, one weight correspond

ing to each of a plurality of paired sequences of linguistic 
units formed from two languages in a stored corpus; and
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a module including a storage for a set of alignment param

eters and configured to iteratively update the plurality of 
weights, including at each iteration 
for each of the paired sequences of units, form an align

ment including aligning units in one sequence of the 
pair with units the other sequence of the pair using a 
parametric alignment procedure using the set of align
ment parameters, 

determine a quality score for the alignment for each of 
the paired sequences of units, 

update the alignment parameters using the alignment 
procedure and dependent on the plurality of weights 
for the paired sequences, wherein the set of alignment 
parameters are updated such that paired sequences of 
units with weights representing a higher quality of 
alignment are emphasized as compared to paired 
sequences of units with weights representing a lower 
quality of alignment, and 

update the plurality of weights maintained in the com
puter storage using the determined quality scores of 
the alignments; and 

wherein the module is further configured to combine the 
formed alignments from a plurality of the iterations to 
determine a combined alignment of units of the paired 
sequences.

17. Software comprising instructions embodied on a non- 
transitory machine readable medium for causing a data pro
cessing system to:

determine a plurality of weights, one for each of a plurality 
of paired sequences of linguistic units formed from two 
language in a stored corpus, and maintain the weights in 
a computer storage; 

iteratively update the plurality of weights, including at 
each iteration
for each of the paired sequences of units, form an align

ment including aligning units in one sequence of the 
pair with units the other sequence of the pair using a 
parametric alignment procedure using a set of align
ment parameters, 

determine a quality score for the alignment for each of 
the paired sequences of units, 

update the alignment parameters using the alignment 
procedure and dependent on the plurality of weights 
for the paired sequences, wherein the set of alignment 
parameters are updated such that paired sequences of 
units with weights representing a higher quality of 
alignment are emphasized as compared to paired 
sequences of units with weights representing a lower 
quality of alignment, and 

update the plurality of weights maintained in the com
puter storage using the determined quality scores of 
the alignments; and 

combine the formed alignments from a plurality of the 
iterations to determine a combined alignment of units of 
the paired sequences.
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